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Abstract: Most often it is a bit difficult to have a 
mathematical model to evaluate the biological processes, 
because they are used to be very complex. In fact many of the 
biological process have not yet been modeled. The Artificial 
Neural Networks can help us to have accurate description 
and evaluation of those biological processes in plant science 
like tissue culture and it will help us to create a system that 
can model real world plant tissue culture which further will 
then make us to be able to properly execute the real world 
process by first examining the result through “ANN for Plant 
Tissue Culture”.    
Through the “ANN for Plant Tissue Culture” we can have 
different data sets feed into the system and then analyze them 
so that it could become possible for us to modify or add new 
inputs and have required outputs for our database to have a 
new understanding. 
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INTRODUCTION 
 

The Plant tissue culture is none but a method or a 
process where multiplication and growing of cells, tissues 
and organs of plants gets cultured in a fully well energized 
liquid media under a clean and controlled environment. So, 
as Plants have the capability of being cultured in vitro to give 
thousands of genetically and also morphologically identical 
plants from a single plant. Production wise this is an asexual 
process used commercially to propagate plants. As we all 
know that the Plant science is very huge and there are 
millions of species existing, for the very same reason focus 
will be only on one of these species called as Banana.  
 With the help of biotechnology, required genetic 
traits can be transferred from one organism to the other by 
the transfer of DNA. Plant tissue culturing can result in many 
more plants with desirable DNA that regenerated from small 
pieces of the transformed plant tissue. Commercially tissue 
culturing demands high input due to production of many new 
plants in a very short period of time. The commercial tissue 
culture uses combination or mixture of nutrients, hormones, 
proper clean environment in terms of temperature and 
pollution to have sterilized like condition which makes tissue 
culturing able to produce very new plants in shorter period of 
time. 
 Some more than 2000 years ago it was discovered 
that how a brain behaves and what is its' architecture, 
building upon that foundation laid by Aristotle the efforts 
were made to innovate a machine that can think like our brain 
and for very reason Artificial Neural Networks came into 
being. 
The Artificial Neural Network is a system that is used to 
process the information, just as our brains do, it is an step 

towards the mapping of highly complex and massively 
parallel human brain with billions of neuron having trillions 
of interconnections into an artificial brain, so, keeping those 
limitations in mind, modern computing machines could 
easily be overcome as some of the tasks can be done easily 
done by humans but are very hard for the conventional 
computing devices based on the architecture of Von 
Neumann machine with algorithmic approach. These tasks 
are: Recognizing Patterns like friends, hand-writing, recalling 
content addressed memory approximately, and common 
sense reasoning. The basic task of neural networks is to 
process the input patterns and produce an output pattern 
relating to given input. 
 

 
Fig: – A Biological Neuron 

 
Each neuron possesses a body, an axon, and many dendrites 
that can be in one of the two states: firing and rest. The 
Neurons tend to fire if the total incoming signals or stimulus 
exceeds the threshold level. The other important portion is 
Synapse, a thin gap between axon of one neuron and dendrite 
of another neuron. Signal exchange Synaptic strength. 
Where as an artificial neural network is a set of nodes known 
with multiple names like neurons or processing elements. 
Each node used to have input as well as output and each node 
performs a computation by its weighted connections between 
nodes.  
Connectivity gives the structure of the net. That can be 
computed by a Neural Network primarily determined by their 
connections and weights. 
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Methodology 
 

The great ability of Artificial Neural Networks to 
predict almost any kind of given problem was utilized. The 
study was aimed to model a system that could have 
prediction capability in Plant Tissue Culturing which is 
another exciting technology. The focus was to merge these 
two technologies’ power in the system for valid predication 
in plant tissue culturing. The initial work was based on the 
requirements of having the most valid and required data sets 
to be used as input for the neural network to get trained, a 
target set of data sets to get achieved by the neural network 
depending upon learning mechanism of the network and 
testing data sets to be used after the training of Artificial 
Neural Network for Plant Tissue Culture so that its’ validity 
of predication could be guaranteed. At the start of work 
Banana explants were brought into the tissue culturing lab for 
tissue culturing and their initiation was done with best 
possible and flexible data sets each having different mixture 
of plant growth factors used for initiation of Banana plant 
tissue culture. The total of nine data sets and each having 
seven elements of growth promoters were used. The progress 
of initiated explants was monitored after every two days and 
on the very 50th day, the overall all data sets were collected 
and recorded as final to be used in training and testing of 
Artificial Neural Network for Plant Tissue Culture. 

Considering the enormous ability of neural 
networks, two types of neural network trainings used are – 
supervised learning that is learning with a teacher and 
unsupervised learning which is known as learning without a 
teacher. To maximize the validity of prediction, three 
different neural networks were created, each using different 
method of learning. 

The fitting network function (nftool) and feed forward 
back propagation belonging to supervised learning were used 
for the training and testing of network were used where as in 
unsupervised method of learning the Self Organizing Map 
was used. The Neural Network Toolbox - Matlab 2009. The 
fitting network contained two layer feed forward network 
having seven input samples each having 7 types of data 
elements, a single hidden layer of 20 neurons with a sigmoid 
transfer function and the output layer of one neurons. The 
network was trained using Levenberg – Marquardt back 
propagation algorithm (trainlm) and was found best of all 
three neural networks trained. 
 

Results and Discussion 
 
All three networks were trained with nine input data sets each 
having seven elements that could be increased based on the 
type of explants and its’ requirements. The fitting network 
contained two layer feed forward network having seven input 
samples each having seven types of data elements, a single 
hidden layer of 20 neurons with a sigmoid transfer function 
and the output layer of one Neuron.  
 
 

 

Table: Real Training Data sets 
 

Fig: Mean Square Error 
 
 

Fig: Output 
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2.5 0 1.5 1.5 1.5 2 0 1 0.5 

0 1.5 1.5 1.5 2 1.5 0 1 0.5 

0 0 0 0 0.5 0.5 1.5 1 1.5 

5.75 5.75 5.75 5.75 5.75 5.75 5.75 5.75 5.75 

0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 

0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

5 5 5 5 5 5 5 5 5 

0.81 2.83 1.68 2.76 2.04 2.96 1.05 3.49 2.62 



Journal of Independent Studies and Research – Computing, Volume 9 Number 2, July 2011  6 

 

 
Fig: Training 

 
Amongst all three networks, the fitting network contained 
two layers was found to be the most nearest to target and its’ 
validity was also proved to be the best while being tested. 
Summarizing all of the above discussions, Artificial Neural 
Network is found to be very good solution for automation 
and prediction of in vitro culture of plants. It can help a great 
deal in saving up the resource like cost, labor, time, and 
could most possible efficient output results in plant tissue 
culturing. Artificial Neural network should be applied to 
prediction and automation of plant tissue culture. 
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